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Overview

The goal of WP1 Data and Adaptation is to collect and maintain domain-specific data and to improve the accuracy of statistical
machine translation using domain adaptation techniques.

The work package is organized into three tasks: Task 1.1 Building and maintaining training data, Task 1.2 Creating domain-
adapted systems, and Task 1.3 Mining terminology from non-parallel data. This deliverable describes the state of the first two
tasks after year 2 of the HimL project. The results of Task 1.3 will be covered by Deliverable 1.2 at the end of year 3.

All tasks proceed as planned.

Details on the progress and experiments in Tasks 1.1 and 1.2 are provided in the respective Sections | and 2 below.

1 Building and Maintaining Data for Training MT Systems

This task runs throughout the full duration of the project, to feed other work packages with relevant training data.

We report here on two main corpus gathering exercises. The first is new release of the Czech-English parallel corpus CzEng
(version 1.6), described in Section 1.1. Additionally, towards the end of year 2, we assembled a large collection of parallel texts
for HimL languages and focusing on the HimL domain. This new dataset, described in Section 1.2, was not ready for year
2 experiments but it will be used in the last year of the project wherever possible to improve the comparability of experiment
results across languages and work packages.

1.1 New Release of CzEng

CzEng is a parallel corpus maintained by CUNI since 2006. In the second year of HimL, a new release of CzEng was prepared
and the support from the project HimL was used to specifically add texts from the medical domain.

CzEng has been released in two sub-versions: a pre-release without linguistic annotation', just in time for the WMT16 translation
task, and the final automatically annotated and better filtered release version 1.6.> The new release represents a large increase in
corpus size, from about 15 million sentence pairs in CzEng 1.0, to over 50 million in CzEng 1.6.

More details, including details on the medical section, are available in the paper by Bojar et al. (2016a).

1.2 HimLCorpus

The HimLCorpus (version 1.0) is a collection of parallel data for HimL languages, collected with focus on the medical domain.
Collected corpora are sentence aligned and non-tokenized if the tokenization was not already performed by the source. Table 1
summarizes the number of parallel segments in the resulting corpus for each of the sources.

The data was collected mainly from the OPUS® (Tiedemann, 2009) website and the Khresmoi project*, so we refer the reader
to these two sources for more detailed data descriptions, and focus here on new data gathered for HimL. In particular, we
gathered additional data by performing a new crawl of documents available on the European Medicines Agency (EMA) website”,
previously known as European Agency for the Evaluation of Medicinal Products (EMEA).® The process of data extraction is
described in the following section.

We gathered following parallel data:

e Cordis - The CORDIS news database sentence-aligned with the mAligna aligner using the Church & Gale algorithm.
Original texts were crawled from the CORDIS website.

o DBpedia - Large multi-domain ontology which has been derived from Wikipedia.

e ECDC translation memory’ - Translation memory produced by the European Centre for Disease Prevention and Control.
Collection of health-related documents with professional translations into 25 languages.

! http://ufal.mff.cuni.cz/czeng/czeng16pre

2 http://ufal.mff.cuni.cz/czeng/

3 http://opus.lingfil.uu.se/

4 http://khresmoi.eu/resources/data-sets/

5 http://www.ema.europa.eu/ema

6 Even though the organization name was changed we will use the old EMEA abbreviation in the span of this report.
7 http://ipsc.jrc.ec.europa.eu/?id=782


http://ufal.mff.cuni.cz/czeng/czeng16pre
http://ufal.mff.cuni.cz/czeng/
http://opus.lingfil.uu.se/
http://khresmoi.eu/resources/data-sets/
http://www.ema.europa.eu/ema
http://ipsc.jrc.ec.europa.eu/?id=782
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Corpora cs-en de-en pl-en ro-en
Cordis - - 175,531 -
ECDC 2,324 2,379 2,202 2,363
EMEA (merged-uniq) 807,395 780,971 795,648 743,741
EMEA (old crawl from OPUS) 1,051,462 1,106,373 1,044,864 992,790
EMEA (new crawl) 1,308,338 2,394,544 1,209,565 1,144,810
EUbookshop 455,472 9,333,066 539,941 324,553
EUROPARL 645,795 1,954,622 629,549 399,037
JRC-Acquis 1,273,092 719,071 1,610,513 455,168
Medical Web Texts from CzEng 1.6 7,029 - - -
MuchMore - 33,318 - -
MultiUN - 168,734 - -
News Commentary 191,432 242,770 - -
OpenSubtitles 61,799,474 15,557,228 50,610,379 79,972,303
PatTR Medical - 1,848,303 - -
PatTR Other - 9,320,237 - -
Rapid - - 144,091 -
Subtitles 3,143 85,326 3,044 133,428

Total Parallel Segments

[ 65,185,156 | 40,012,707 | 54,510,898 | 82,030,593

Total Words (target language/en)

| 373M/450M | 894M/857M | 316M/397M | 500M/533M

Dictionaries cs-en de-en pl-en ro-en
DBpedia 148,181 681,494 549,600 -
MeSH 20,084 24,394 - -
UMLS Metathesaurus 1,640,448 2,326,035 731,196 -

Total Entries | 1,808,713 | 3,007,529 | 1,280,796 | -

Table 1: Summary of parallel data collected for HimL languages into the new HimIiCorpus. We report humber of

parallel segments per source for each of the HimL languages. Total Parallel Segments and Total Words
contain sum over all datasets (excluding the two versions of EMEA before merging, in italics).

EMEA corpus (old crawl from OPUS)? - Parallel corpus composed of documents from the European Medicines Agency,
as released in the open-source corpus OPUS.

EMEA corpus (new crawl) - Parallel corpus created by crawling the European Medicines Agency’ document database.
Corpus acquisition was done using our set of tools, see Section 1.3 below.

EMEA corpus (merged-uniq) - Concatenation of EMEA corpus and EMEA corpus (new crawl). To gather a union
without many duplicates, the resulting corpus was sorted and in case of duplicate sentence pairs, only the first occurrence
was kept. The original corpora contain large number of duplicates themselves, but we do not eliminate them in their case.
Therefore, the resulting size of the merged corpus is lower than the sizes the original corpora.

EUbookshop'” - Corpus of documents from the EU bookshop.
EUROPARL'' - Parallel corpus extracted from the proceedings of the European Parliament.

JRC-Acquis'? - Parallel corpus extracted from Acquis Communautaire, the total body of European Union law applicable
in its member states, by the Language Technology group of the European Commission’s Joint Research Centre.

Medical Web Texts from CzEng 1.6'° - Parallel sentences collected in CzEng 1.6 excluding the EMEA data. Duplicate
sentence pairs were dropped during preprocessing.

MeSH'* - Medical Subject Headings thesaurus provided by U.S. National Library of Medicine.

8 http://opus.lingfil.uu.se/EMEA.php

9 http://www.ema.europa.eu/ema
Ihttp://opus.lingfil.uu.se/EUbookshop.php
Uhttp://www.statmt.org/europarl/
Phttp://www.jrc.it/langtech
Unttp://ufal.mff.cuni.cz/czeng/czeng 16pre
Vhttps://www.nlm.nih.gov/mesh/


http://opus.lingfil.uu.se/EMEA.php
http://www.ema.europa.eu/ema
http://opus.lingfil.uu.se/EUbookshop.php
http://www.statmt.org/europarl/
http://www.jrc.it/langtech
https://www.nlm.nih.gov/mesh/
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e MuchMore Springer Bilingual corpus'” - Parallel corpus of English-German scientific medical abstracts obtained from
the Springer web site. The corpus was aligned on the sentence level.

o MultiUN'® - Parallel corpus that was extracted from the United Nations Website, cleaned and converted to XML.
e News Commentary'’ - Parallel corpora made available for the WMT 16 translation task.
e OpenSubtitles'® - A collection of documents from the OpenSubtitles website.

e PatTR Medical'” - A sentence-parallel corpus extracted from the MAREC patent collection. In-domain medical data
created by extracting documents with relevant identifiers from the corpus.

e PatTR Other - A sentence-parallel corpus extracted from the MAREC patent collection. Out-of-domain data created as
a complement of PatTR Medical.

o Rapid - The RAPID press releases of the EU sentence-aligned with the mAligna aligner using the Church & Gale algo-
rithm. Original texts were crawled from from the European Commission Press releases database.”’

121

o Subtitles - Subtitle files downloaded from the major subtitle servers via Subliminal“' search and download library.

e UMLS Metathesaurus”> - Very large, multi-purpose, and multi-lingual vocabulary database.

1.3 Crawling EMEA

From our experience when building the new release of CzEng (Section 1.1), we knew that the European Medicines Agency
has changed the set of multilingual documents they provide. Some older documents are no longer available online and new
documents were created.

The new documents were gathered in this process:

1. We use the EMEA document search engine” to collect relative paths of documents within the database. We search either
using a document reference number known from the previous crawls or using a keyword from a list of most frequent
words in the previous version of the corpus.

2. Next, we download the PDF files for all the search results from the EMEA database. We use language codes to ask for
specific language version of each of the downloaded document.

3. Every downloaded PDF file is then transformed to plain text using PDFMiner.”*
4. Plain texts are split into sentences using NLTK?® sentence splitter from the punkt package.’®

5. We create sentence-level alignment for each transformed document pair using hunalign.?’” For better alignment quality, we
provide hunalign with word-to-word translation dictionary extracted automatically from word-aligned Europarl corpora
for each language pair.

To get the largest possible collection of relevant texts, we eventually combine the older OPUS crawl of EMEA with our new
crawl and de-duplicate it at the level of sentences.

Bhttp://muchmore.dfki.de/resources1.htm
Uhttp://www.euromatrixplus.net/multi-un/

Uhttp://www.statmt.org/wmt16

Ihttp://opus.lingfil.uu.se/OpenSubtitles.php
Yhttp://www.cl.uni-heidelberg.de/statnlpgroup/pattr/
2http://europa.eu/rapid/search.htm

2lhttps://github.com/Diaoul/subliminal
Zhttps:/www.nlm.nih.gov/research/umis/knowledge_sources/metathesaurus/
Zhttp://www.ema.europa.eu/ema/index.jsp?curl=pages%2Fdocument_library%2Flanding%2Fdocument_library_search.jsp&
Zhttp://www.unixuser.org/~euske/python/pdfminer/

Zhttp://www.nltk.org/

Zhttp://www.nltk.org/_modules/nltk/tokenize/punkt.html
Zhhttp://mokk.bme.hu/resources/hunalign/


http://muchmore.dfki.de/resources1.htm
http://www.euromatrixplus.net/multi-un/
http://www.statmt.org/wmt16
http://opus.lingfil.uu.se/OpenSubtitles.php
http://www.cl.uni-heidelberg.de/statnlpgroup/pattr/
http://europa.eu/rapid/search.htm
https://github.com/Diaoul/subliminal
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/
http://www.ema.europa.eu/ema/index.jsp?curl=pages%2Fdocument_library%2Flanding%2Fdocument_library_search.jsp&
http://www.unixuser.org/~euske/python/pdfminer/
http://www.nltk.org/
http://www.nltk.org/_modules/nltk/tokenize/punkt.html
http://mokk.bme.hu/resources/hunalign/

HimL D1.1: Report on Building Translation Systems for Public Health Domain

1.4 HimLCorpus vs. CzEng 1.6 for Czech

From now on, HimLCorpus should, for all HimL languages and the medical domain, serve as the only source of parallel data.

This deliverable mentions two new resources for Czech-English data: HimLCorpus and CzEng 1.6. CzEng 1.6 is meant as a
general-purpose corpus and medical data are only a part of it. As domain adaptation experiments in Section 2.2 below confirm,
domain-only data of this size are sufficient to obtain comparable or better results than by employing full CzEng. Therefore, we
specifically included only the medical sections of CzEng in HimL.Corpus.

We also included OpenSubtitles corpora in HimLCorpus even though they cover a general-purpose domain. These corpora are
available across all HimL languages and should serve as a comparison between these languages.

For Czech, as for other languages, we will thus use HimLCorpus for year 3 experiments.

1.5 Availability of HimLCorpus

Due to copyright concerns, we still do not distribute HimLCorpus release version 1.0 publicly. The corpus is available from the
consortium upon request but we are considering to release at least some parts of it.

2 Creating Adapted SMT Systems

In this section we discuss the approaches to domain adaptation tried in HimL and present experiment results. Our work consists
of three more or less independent strands: a targeted probe for the hybrid MT system used as Czech year 2 translation system
(excluding the final automatic grammar correction component) is described in Section 2.2, adaptation for all HimL languages in
a phrase-based setup then carefully examined in Section 2.3 and finally Section 2.4 evaluates adaptation techniques relevant for
neural machine translation.

We start with a quick overview of domain adaptation for phrase-based MT in Section 2.1. Section 2.2 makes use of some of
these techniques and Section 2.3 then systematically looks at all of them.

2.1 Opverview of Domain Adaptation Techniques

In the experiments in Sections 2.2 and 2.3, we focused on adaptation of the two main models used in a phrase-based system —
the language model and the translation model. Adaptation of the other models used in a phrase-based system has received some
attention in prior work (for example the reordering model (Chen et al., 2013a), the alignment model (Cuong and Sima’an, 2015)
and the operation sequence model (Durrani et al., 2015)). However DA results on these other models are much scarcer, and we
believe that because the language and translation models have the largest effect on translation quality, they should be the most
important to consider for adaptation.

2.1.1 Language Model Adaptation

The baseline approach is to create one large language model using the target side of the parallel data, plus any additional
available monolingual data in the target language. We use KenLLM (Heafield et al., 2013) to train 5-gram language models, with
Kneser-Ney smoothing, and by default we prune all singletons of order 3 and above.

To adapt the language model, the overall approach is to split the data into sections, train separate models on each of these
corpora, and then combine these models using some form of interpolation to create a new language model. We optimise the
weights of the interpolation for our domain, with the aim of improving the translation quality of a phrase-based system built
with the interpolated language model. There are two main decision points in building interpolated language models: how to split
the data into corpora, and how to interpolate the constituent models.

To split the data into individual corpora, we use the original corpus boundaries of the data, and experiment with two different
approaches. Either we train separate language models on each of the consituent corpora, or we group the corpora into “in-
domain” and “out-of-domain” corpora, and train just two language models. The idea of these larger groupings is that splitting
to constituent corpora gives many small corpora, some of which are too small for good LM estimation, and making training of
interpolation weights more difficult.

The two approaches we use to interpolation are linear and log-linear. Linear interpolation uses the Moses wrapper to the SRILM
implementation of the perplexity minimisation algorithm, to minimise perplexity on a heldout set (we use the tuning set). There
are known issues with this method: (i) the Moses wrapper gives different results depending on the order of interpolation; and
(ii) it is not possible to represent a linear interpolation as a single ARPA file, and even though SRILM produces a single ARPA
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file, it is not a correct interpolation (Heafield et al., 2016). Despite these problems, this method of linear interpolation has given
good results in the past, so we employ it here. For log-linear interpolation, we consider each LM is a separate feature in the
MT system, and tune these feature weights along with all the other weights of the system, to maximise BLEu. This is not true
log-linear interpolation (as implemented in (Heafield et al., 2016)), since we do not create a normalised probability distribution
when combining the LMs, however we have the advantage of that we can optimise directly for a measure of translation quality.

From Edinburgh’s work on building systems for WMT (Huck et al., 2016; Williams et al., 2016) we noted two additional
adaptation techniques. Firstly, when doing log-linear interpolation, we additionally include a monolithic LM trained on all
available data in the interpolation. And secondly, irrespective of the type of interpolation, we experimented with adding an
additional, unpruned, LM, trained on only in-domain data. The idea behind using an unpruned in-domain LM is that the rare 3,4
and 5-grams in an in-domain LM can be domain-relevant terms and we don’t want the LM to “filter” them out just because they
have not been seen before.

2.1.2 Translation Model Adaptation

For the translation model, the baseline approach is again to train a single model (a TM, in this case) using all the available data,
applying Good-Turing smoothing. The techniques that we use for adaptation of the TM involve either modifying the scoring of
phrase-pairs to better reflect the domain, or removing out-of-domain phrase-pairs.

The first adaptation technique is the simplest. For each phrase-pair in the TM, we add a set of binary “domain indicator” or
“provenance” features, one for each corpus in our data set. Each feature is switched on whenever a the phrase-pair is extracted
from the corresponding corpus. The feature weights are tuned in the usual way (i.e. using MERT or kbmira), along with all the
other features in the translation system.

We also consider two other domain adaptation techniques that had pre-existing implementations in Moses. Linear interpolation
of the translation model is similar to linear interpolation of the language model. We build a single aligned corpus on the
concatenation of all parallel corpora, then from this we build separate translation models on each of the consitituent corpora.
The interpolation weights are optimised by minimising perplexity on a heldout set (the tuning set) where perplexity is calculated
using the phrases extracted from the heldout set using the standard procedure. We use the Moses implementation accompanying
Sennrich (2012), with the --normalized argument.

The other domain adaptation technique we use from Moses is modified Moore-Lewis filtering (Axelrod et al., 2011). The idea of
this is to filter the training parallel texts, retaining those sentences which are most representative of the domain. The filtering is
based on cross-entropy scores calculated using “in-domain” and “general-domain” language models. For the in-domain models,
we created English ones using crawled data from NHS 24 and Cochrane websites, and target-language models using the target
side of the in-domain training data. For general domain data we use a random sample from all training data. MML filtering is
run after word alignment, retaining a specified percentage of the training set to build the translation model.

The final domain adaptation technique that we applied is the vector space model (Chen et al., 2013b). The VSM attaches
feature(s) to each phrase-pair in the translation model to indicate how typical of the domain it is. To calculate the value of the
VSM feature(s) we first need to calculate a “domain vector” for the phrase-pair, made up of the #f-idf weights of the phrase-
pair in each of the constituent corpora. We implemented two variants of the VSM model. In the “plain” VSM model, we also
calculate a domain vector for the tuning set, by running phrase extraction across that set, and adding up the domain vectors for all
phrase-pairs in tuning. The VSM feature for a phrase-pair is then the similarity (as measured by the Bhattacharyya Coefficient
— BC) between the phrase-pair’s domain vector, and the domain vector of the tuning set. In later work (Chen et al., 2014) , the
“distributional” VSM was proposed, where instead of calculating a similarity score, the whole domain vector is included in the
feature set attached to the phrase-pair. The distributional VSM model can thus be seen as an extension of the provenance feature
(above), where the feature value indicates the domain specificity of the phrase-pair.

2.2 Domain Adaptation of Czech Year 2 System

In contrast to other HimL systems, the year 2 system for Czech is a rather complex hybrid setup: a transfer-based system
TectoMT followed by a fine-tuned phrase-based translation and complemented with a final automatic correction of grammat-
ical errors. The phrase-based component serves two purposes: bring in knowledge from large parallel corpora and merge it
seamlessly with the translation proposed by the transfer-based system.

While the transfer-based system TectoMT can be in principle adapted to a particular domain, such an attempt would go beyond
the scope of the HimL project. (For example, it would involve evaluation of parser performance on the medical domain,
demanding manual syntactic analysis of NHS24 and Cochrane sentences.) We thus focus on the adaptation of the phrase-based
component, but, in contrast to the focus on pure phrase-based MT in Section 2.3, here we evaluate the adapted system with the
transfer-based component in place.



HimL D1.1: Report on Building Translation Systems for Public Health Domain

The last component of HimL year 2 English-to-Czech pipeline improves grammatical correctness of the output by specifically
fixing known frequent errors. It does not address lexical errors, so we do not expect any domain effects here and exclude this
final component from our adaptation experiments.

2.2.1 Adaptation by data selection

Our experiments are focused on translation model adaptation, as outlined in Section 2.1.2 above.

We chose XenC tool (Rousseau, 2013) to extract domain-specific data from out-of-domain corpora for English-to-Czech SMT
systems. We used two modes provided by XenC to filter out-of-domain corpus. Both of these modes estimate two language
models from an in-domain corpus and out-of-domain corpora, using SRILM toolkit. The first mode is a filtering process based
on a simple perplexity computation and the second mode is based on the bilingual cross-entropy difference as described in
(Axelrod et al., 2011), the same one as is mentioned in Section 2.1.2.

In the following experiments the training part of CzEng 1.6 (Bojar et al., 2016b) was used as out-of-domain corpus. The XenC
tool required prior domain-specific data to be used for scoring out-of-domain sentences. For this we used medical section of
CzEng 1.6, which contains 1.5 million sentences, gathered from parallel health-related web sites and also by re-crawling EMEA
(European Medicines Agency). We have experimented with five different corpora:

o CzEngl6Pre — pre-release version of CzEngl.6 corpus, used for WMT16 (Bojar et al., 2016¢)

CzEngMed — medical section of CzEng 1.6, 1.5 million sentences

CzEngTopl — top 1% from CzEng 1.6 scored using XenC with CzEngMed as domain-specific data, 1 million sentences

CzEngTop5 — top 5% from CzEng 1.6 scored using XenC with CzEngMed as domain-specific data, 4.5 million sentences

CzEngTop10 — top 10% from CzEng 1.6 scored using XenC with CzEngMed as domain-specific data, 9.8 million sen-
tences

2.2.2 SMT Systems Configuration

All systems presented in Section 2.2.3 are configured the same way as the WMT16 English-Czech submission (Tamchyna et al.,
2016). They used the following setup:

o Phrase table source-side factors are true-cased word form + a refined word form which includes POS tag for short and
frequent word forms, allowing for a better disambiguation.

o Phrase table target-side factors are true-cased word form + lemma + morphological tag
e Language models are (separately) for true-cased word forms, lemmas and morphological tags

e Operation sequence model with 5 features is based on true-cased word forms (refined by POS tag again for short words)
on the source side and maps to true-cased word forms on target side

For setups with more than one phrase table, we used log-linear interpolation with weights set during MERT tuning step with
both translation tables.

2.2.3 Using Only Domain-Specific Data to Create SMT System

We used the medical section of CzEng 1.6 (CzEngMed), described in Section 2.2, as a source for extraction of phrase tables for
experiments with only domain-specific data.

We experimented with the following setups, summarized in Table 2:

e Baseline — one phrase table from CzEng 1.6Pre, another phrase table from TectoMT, language models use monolingual
news corpora made available by WMT16, operation sequence model uses CzEng 1.6Pre, same as baseline in Section 2.2

e Setup 0 — one phrase table from CzEngMed, another phrase table from TectoMT, language models use CzEngMed,
operation sequence model uses CzEng 1.6Pre

e Setup 1 — one phrase table from CzEngMed, another phrase table from TectoMT, language models use monolingual news
corpora from WMT16, operation sequence model uses CzEng 1.6Pre

—9__
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Setup ™ Mononews LM CzEngMed LM | CzEngMed LM | OSM
(form+lemma-+tag) (form) (lemma-+tag)
Baseline CzEng1.6Pre + - - +
Setup 0 CzEngMed - + + +
Setup 1 CzEngMed + - - +
Setup 2 CzEngTopl + - - +
Setup 3 CzEngTop5 + - - +
Setup 4 CzEngTopl0 + - - +
Setup5 | CzEngMed+CzEngTop5 + - - +
Setup 6 CzEngTop5 + + - +

Table 2: SMT setups

e Setup 2 — one phrase table from CzEngTop1, another phrase table from TectoMT, language models use monolingual news
corpora from WMT16, operation sequence model uses CzEng 1.6Pre

e Setup 3 — one phrase table from CzEngTop5, another phrase table from TectoMT, language models use monolingual news
corpora from WMT16, operation sequence model uses CzEng 1.6Pre

e Setup 4 — one phrase table from CzEngTopl0, another phrase table from TectoMT, language models use monolingual
news corpora from WMT 16, operation sequence model uses CzEng 1.6Pre

e Setup 5 — one phrase table from CzEngTopS5, another phrase table from CzEngMed, a third phrase table from TectoMT,
language models use monolingual news corpora from WMT 16, operation sequence model uses CzEng 1.6Pre

e Setup 6 — one phrase table from CzEngTop3, another phrase table from TectoMT, language models use monolingual news
corpora from WMT16 and CzEngMed (forms only), operation sequence model uses CzEng 1.6Pre

Across the experiments, we use in-domain development and test corpora (Cochrane + NHS24) for MERT tuning and evaluation.
The baseline system with which we compare our setups is identical to the year 2 system reported in D4.2/5 (not accessible to
general public), except that we do not use the final post-processing by DepFix (Rosa et al., 2012) here.

The results presented in Table 3 show that systems built from domain-specific data can perform nearly as well as systems using
the huge out-of-domain corpus, see Setups O to 6.

Setup BLEU Avg.BLEU
Baseline | 24.83 [23.81, 25.90] 24.5
Setup 0 | 24.32[23.34, 25.35] 24.1
Setup 1 | 23.97 [22.93, 24.99] -
Setup2 | 22.58[21.51, 23.67] -
Setup 3 | 24.52[23.40, 25.66] 24.5
Setup4 | 24.78 [23.71, 25.88] 24.5
Setup5 | 24.68 [23.60, 25.72] 242
Setup 6 | 25.57 [24.46, 26.62] 25.4

Table 3: SMT using phrase tables extracted from domain-specific data. The first column reports BLEU for a single
run with confidence intervals established by bootstrapping sentences from the test set. The second
column reports the average BLEU of 4 different MERT runs.

The best system (Setup 6) uses domain adaptation for both phrase tables and the language model and improves over the baseline.
Technically, this is again quite a complex setup: the medical texts from CzEng served not only as the basis to select similar
sentences from the whole CzEng (the resulting selection is called CzEngTop3, as described above) but they were also directly
included in the setup as a secondary language model.

2.3 Domain Adaptation in Phrase-based MT: Comparison Across All HimL Languages
In this section we explore several options for domain adaptation (DA) of a phrase-based MT baseline, applying the results to all

HimL languages, and showing results on HimL test sets. We provide some analysis of how each of the DA techniques affects
the translation of in-domain terms and n-grams.
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2.3.1 Experimental Setup

Our experimental setup is based on Moses (Koehn ef al., 2007), and for the baseline systems we draw on experience gained in
building systems for the WMT shared tasks (Haddow et al., 2015; Williams et al., 2016). Our MT system scores translations
using a linear combination of the following features, where the weights are optimised using k-best MIRA (Cherry and Foster,
2012).

Translation model We align the parallel data using fast_align, symmetrise and extract and score phrases using the standard
Moses heuristics. We use forward and backward phrase probabilities and lexical weights, and also binned frequency
features. Phrase probabilities are smoothed with Good-Turing.

Language model The baseline is to use the target side of all parallel data, plus any available monolingual data, to train a 5-gram
language model with KenLLM, applying Kneser-Ney smoothing, and pruning singleton n-grams with order 3 and above.

Reordering model The lexicalised hierarchical reordering model classifies forward and backward reorderings as monotone,
swap, discontinuous left and right, giving 8 features.

Operation sequence model We use the OSM with 4 count-based features.

Discrete features We add a word penalty, a phrase penalty and a distance-based reordering score.

The data sets we use for training our experiments are drawn from data released for WMT 14 medical and WMT15 shared tasks
(Dusek et al., 2014; Bojar et al., 2015), the OPUS corpus collection (Tiedemann, 2009), along with some HimL-specific updates.
The updates for HimL are:

o A re-crawl of the MuchMore corpus of Springer abstracts (used in WMT14 medical), to fix missing umlauts.
e A re-extraction of the UMLS (also from WMT 14 medical) to include new data, and Polish.
o A small (approx. 10,000 sentence) parallel English-German corpus from Cochrane

The statistics (sentence counts) for the training data are shown in Table 4. We class as “in-domain” any data drawn from a
medical source, such as UMLS or EMEA (European drug information leaflets).

Name cs de pl 1o

in-domain parallel 2,273,462 3,871,798 931,012 235,636
out-of-domain parallel 85,346,900 39,734,843 57,003,892 83,778,500
in-domain mono 947,708 4,118,619 941,007 240,283
out-of-domain mono | 130,722,475 159,335,262 57,179,032 83,895,886

Table 4: Sentence counts in data sets used for domain adaptation experiments. We show the numbers of parallel
sentences (after filtering out long sentences) and the number of sentences available for language mod-
elling Normally the latter includes the target side of the parallel data, except for German and Czech UMLS
where a much smaller corpus of sentences was used for the LM, as opposed to using the parallel side of
the term dictionary.

For tuning and testing we use the HimL test sets, as described in D5.1: Test Sets for HimL Languages. The statistics of these
sets are shown in Table 5. For tuning, we used a concatenation of the Cochrane and NHS 24 tuning sets, whereas for testing we
report results on both sets separately.

Cochrane NHS 24
Section | Sentences Words | Sentences Words
Tune 760 15492 1201 14440
Test 673 14446 1258 15758

Table 5: Sentences and word counts in HimL tune and test sets. The word counts are for untokenised English
text.

2.3.2 Experiments

The first set of experiments observes the effect of language model adaptation. The baseline system uses a single LM trained on
all the available data, i.e. the target side of the parallel data and any available extra monolingual data. We then split the LM
data into “in-domain” and “out-of-domain” segments before training an LM on each and interpolating them, either linearly or
log-linearly. Next we split the data into all constituent corpora to train LMs on each (combining some corpora that were too
small for LM estimation) and again compared the two different interpolation methods. Finally we add an in-domain unpruned
LM to the combinations of all LMs. The results are shown in Table 6. We thus end up with three different ways of splitting the
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corpus (none, in/out and each), two different interpolation methods (linear and log-linear) and an optional in-domain unpruned
LM.

Model en-cs en-de en-pl en-ro
Name Split  Interp. +unpruned| Coch NHS24 | Coch NHS24 | Coch NHS24 | Coch NHS24
LM
Im-all none n/a no 27.4 21.3 37.4 29.2 15.6 21.7 34.4 29.3
Im-inout-lin infout linear  no 27.8 21.4 37.9 30.9 16.7 23.9 36.1 31.6
Im-inout-log infout log-lin no 26.0 21.2 374 31.3 16.8 24.0 355 31.5
Im-each-lin each linear  no 26.9 21.2 39.1 32.0 16.6 23.2 36.7 32.0
Im-each-log each log-lin  no 27.8 22.5 394 329 16.5 242 36.9 31.9
Im-each-lin-unpr | each  linear  yes 27.5 21.0 39.1 32.6 16.7 24.8 37.0 32.5
Im-each-log-unpr | each log-lin  yes 28.2 22.3 39.5 33.1 16.5 24.8 37.0 31.9

Table 6: Comparison of LM adaptation strategies. Case-sensitive BLEu scores.

The results of Table 6 show a mixed picture, but we do find some general trends emerging, and the observed differences in BLEU
scores indicate that it is important to consider LM adaptation. Overall, using a single monolithic LM is a bad idea, and the best
results are usually achieved by splitting the language model data into individual corpora, then interpolating. This is especially
true for en-de. It is unclear whether linear or log-linear interpolation is better, but we note that the former seems better for en-ro
and en-pl, whereas the latter is better for en-de and en-cs. Most (6/8) of the best performances are achieved when using an
upruned in-domain language model, and in the other two cases performance is not far behind the best, so we conclude that this
type of LM is a good idea.

We now turn our attention to TM adaptation. For the baseline, we choose the best-performing of the two systems which incor-
porate an unpruned in-domain LM, i.e. we choose a system from the last two lines of Table 6. We then consider the adaptation
techniques proposed in Section 2.1.2. In particular, we consider provenance features, interpolated translation model, two vari-
ants of VSM (vector space model), and MML (modified Moore-Lewis) selection, retaining 20% of training data. We consider
each technique individually, partly for clarity, and partly because some feature combinations do not have clear interpretations.
The results of the comparison are shown in Table 7 (note that TM interpolation is missing for en-de due to the interpolation
requiring too much RAM).

en-cs en-de en-pl en-ro
Name Description Coch NHS24 | Coch NHS24 | Coch NHS24 | Coch NHS24
base Baseline (Best from Table 6) 28.2 22.3 39.5 33.1 16.7 24.8 37.0 32.5
prov + Provenance features 28.0 22.4 394 33.2 16.9 249 36.9 31.9
interp-n | + Linear TM interpolation 28.7 223 - - 17.0 254 36.8 31.9
vsm +VSM 27.5 22.5 39.6 333 16.7 24.8 36.9 31.9
vsm-dist | +Distributional VSM 27.7 22.5 394 33.5 16.7 24.7 36.8 31.8

mml20 +Modified Moore-Lewis (20%) | 27.9 22.7 394 33.0 16.6 24.8 371 32.0

Table 7: Comparison of TM adaptation strategies. Case-sensitive BLEu scores.

Looking at the results in Table 7, we see that TM adaptation may contribute little or nothing over LM adaptation. This is in line
with the general picture for the literature on the topic, where papers on individual techniques often demonstrate gains (on specific
data sets) but no techniques have gained significant traction (unlike LM interpolation). Our conclusion is that it is worthwhile
experimenting with TM adaptation, especially as open-source implementations of the important techniques mostly exist, but that
results are dependent on language pair and data set.

2.3.3 Analysis

In order to see beyond the BLEU scores, we tried to investigate how well each system translated domain-specific, as compared
to domain-general terms. In order to do this, we extracted “terms” from the test sets, devised a measure of the “domain-
ness” (treating NHS 24 and Cochrane as separate “domains”) and correlated it with accuracy of translation. In the following
paragraphs, we explain in more detail how this analysis works.

Extraction of Terms We wish to break down the source sentences into units that can be assessed and scored independently.
Such a breakdown will always be an approximation, since it is not really possible to translate sub-parts of the sentences inde-
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pendently, and the segmentation is not necessarily preserved by translation. However we hope that by averaging over many
segments we will be able to pick out general patterns in translation performance.

After experimenting with n-gram-based term extraction, and term extraction from a parse, we decided to use the output of a
chunker to pick out terms. Specifically we use TreeTagger for chunking, and extract terms using the following heuristics:

e Consider noun (NC), verb (VC) and adjectival chunks (AD).
o Using part-of-speech tags, remove leading determiners, prepositions, numbers and wh-words.
e Removing leading auxilliary verbs, brackets and negation.

Using these heuristics results in a list of around 2500 terms for each of the domains (NHS24 and Cochrane).

Domain-ness of Terms In order to measure the domain-ness of the source-sentence units, we used the log-likelihood ratio of
in-domain and general-domain language models. For the in-domain language models we trained LMs separately on crawls of
the Cochrane and NHS 24 websites, and to train the general domain LM we used a random sample from the English side of
the large mixed training set from Section 2.3.1, with the vocabulary from the in-domain LM. We trained unpruned LMs for all
orders up to 4, and normalised the log-likelihood ratios by length to enable comparison of terms of different length.

Measurement of Translation Precision To measure how well a given source segment is translated, we project it to the
translation hypothesis and compare with the reference. The projection uses the word alignment output by the decoder during
translation. This alignment is a combination of the phrase-phrase alignment from the hypothesis’s derivation, coupled with the
phrase-internal (word-word) alignment assigned to each phrase-pair during extraction (the most frequent alignment observed in
the training corpus).

The source segment is projected to the hypothesis using this alignment, to obtain a corresponding hypothesis segment. If the
resulting hypothesis segment is discontinuous, we treat it as a continuous segment and do not include intervening tokens, so
clearly introducing noise but this is unavoidable. We count the number of times that this projected segment occurs in the
hypothesis, and the number of times it occurs in the reference and record these counts, clipping the reference count if it exceeds
the hypothesis count. To measure the precision of a given set of source segments, we just divide the total of the clipped reference
counts, by the total hypothesis counts for the whole set.

Most Common Errors In the tables that follow we list the most commonly mis-translated terms, using the measures of
domain-ness and precision detailed above. To select these terms, we consider each domain and target language separately,
choosing terms which occur at least 5 times in the test set, and that have a translation precision of less than 0.1. We then rank
these terms by domain-ness and show the 10 most in-domain terms in the tables below.

Domain: cochrane Language: Czech

Term Count Score Precision Translations

rotational thromboelastometry 5 2590 0.000 rotacni thromboelastometry (5)

Cochrane Central Register 6 2.329 0.000 Cochrane centrdlniho registru (6)

RCTs 28 2.295 0.071 randomizovanych klinickych (13), RCTs (8), studie (7)

adult trauma patients 7 1.859 0.000 dospélych pacientd trauma (3), trauma dospélych pa-
cientt (2), dospélych pacientti traumaty (2)

outcome measures 5 1.558 0.000 vysledek opatfeni (2), opatfeni vysledek (1), vysledku
opatreni (1)

Chinese herbal medicines 5 1.440 0.000 cinské rostlinné 1é¢ivé piipravky (2), ¢inskych bylinnych
piipravku (1), ¢inské bylinné pripravky (1)

alpha blocker treatment 5 1414 0.000 alfablokatory 1écba (1), alfa-blokatory 1écbé (1), 1écby
alfa-blokatort (1)

abdominal drainage 5 1.381 0.000 brisni drendzni (5)

mortality 5 1.331 0.000 dmrtnosti (4), dmrtnost (1)

controlled trials 11 1.317 0.000 kontrolovanych klinickych studiich (7), kontrolovanych

klinickych studif (3), kontrolovanych studiich (1)
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Domain: cochrane Language: German

Term Count Score Precision Translations

review authors 13 2.870 0.000 Review Autoren (13)

rotational thromboelastometry 5 2590 0.000 thromboelastometry (3), rotatorische thromboelastome-
try (2)

unclear risk 5 2490 0.000 unklares Risiko fiir (3), unklares Risiko (2)

developing lymphoedema 5 1915 0.000 Entwicklung Lymphodem (3), Entwicklung Lym-
phédeme (1), Lymphddem entwickeln (1)

adult trauma patients 7 1.859 0.000 erwachsenen Patienten (7)

outcome measures 5 1.558 0.000 Endpunkte (3), Ergebnis Maflnahmen (1), Outputmalie
)]

Chinese herbal medicines 5 1440 0.000 chinesische pflanzliche Arzneimittel (3), chinesischen
pflanzliche Arzneimittel (2)

alpha blocker treatment 5 1414 0.000 Alpha-Blocker Behandlung (3), Alpha-Blocker zur Be-
handlung (1), alpha-Blocker Behandlung von (1)

controlled trials 11 1317 0.091 randomisierte kontrollierte Studien (6), kontrollierten
Studien (4), randomisierten kontrollierten Studien (1)

drain use 5 1.316 0.000 Drain Verwendung (2), Drainage verwenden (1), Drain
benutzen (1)

Domain: cochrane Language: Polish

Term Count Score Precision Translations

review authors 13 2.870 0.077 przegladu autoréow (10), autorzy przegladu (2), przeglad
autoréw (1)

rotational thromboelastometry 5 2590 0.000 thromboelastometry obrotowa (3), rotacyjnej thromboe-
lastometry (2)

Cochrane Central Register 6 2329 0.000 Cochrane Centralnego Rejestru (6)

RCTs 28  2.295 0.000 RCTs (28)

developing lymphoedema 5 1915 0.000 rozwoju obrzg¢k limfatyczny (4), wystapienia obrzeku
limfatycznego (1)

CENTRAL 7 1.889 0.000 AZIJA (7)

adult trauma patients 7 1.859 0.000 dorostych pacjentéw urazami (6), urazu dorostych pac-
jentéw (1)

mean difference 7 1.594 0.000 S§rednia r6znica (6), Sredniej réznicy (1)

outcome measures 5 1.558 0.000 zastosowaniu §rodkoéw (4), Srodki wynikami (1)

Chinese herbal medicines 5 1.440 0.000 1leki ziotowe chinskie (2), chinskiego lekach ziotowych

(2), chinskie lekach ziotowych (1)

— 14—
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Domain: cochrane Language: Romanian

Term Count Score Precision Translations
review authors 13 2.870 0.000 autori revizuire (5), revizuirea autori (4), evaluare autori
3)
rotational thromboelastometry 5 2590 0.000 de rotatie thromboelastometry (4), thromboelastometry
de rotatie (1)
unclear risk 5 2490 0.091 clar riscul (3), risc neclar (2)
Cochrane Central Register 6 2329 0.000 Cochrane registrul central (6)
RCTs 28 2.295 0.000 RCTs (28)
CENTRAL 7 1.889 0.000 ASIA (5), CENTRALE (2)
adult trauma patients 7 1.859 0.000 adulti la pacientii traume (1), traume pentru adulti
pacientii (1), la pacientii adulti un traumatism (1)
MD 6 1.656 0.000 MD (6)
outcome measures 5 1.558 0.000 masuri rezultat (2), rezultatul mésurile (1), masuri rezul-
tatele (1)
Chinese herbal medicines 5 1440 0.000 chinezesc bazd de plante medicinale (2), chinezesc pe
bazd de plante medicamente (2), chinezesc medicamente
pe bazd de plante (1)
Domain: nhs24 Language: Czech
Term Count Score Precision Translations
NHS 28 3.330 0.000 NHS (27), zdravotnictvi (1)
inform 27 1.872 0.000 informovat (27)
feet hip-width 6 1.747 0.000 nohou hip-$itku (4), nohou hip-rozkrocte (1), nohou
kycle (1)
Health Library 14 1413 0.000 Knihovny zdravi (5), zdravi Knihovny (4), Health Library
)
out more 5 1.245 0.000 vice informaci (5)
blood supply 8 0.935 0.100  krevni zdsobeni (3), ptfivod krve (2), krevniho zdsobeni
(2)
underlying cause 5 0.829 0.000 zdkladni pficina (4), zakladni{ pric¢inou (1)
affect 7 0.823 0.000  maji vliv (3), mit vliv na (2), mit vliv (1)
next section 12 0.783 0.000 dal$im bodé (11), dalsi sekce (1)
support 15 0.587 0.000 podporu (13), podpory (1), podporovat (1)
Domain: nhs24 Language: German
Term Count Score Precision Translations
inform 27 1872 0.000 informieren (27)
feet hip-width 6 1.747 0.000 Fiie Hip-Breite (6)
falls 11 1.648 0.083  Stiirze (7), fallt (2), Sturzrisiko (1)
Health Library 14 1.413 0.000 Health Library (14)
out more 5 1.245 0.000 erfahren mehr (4), informieren iiber (1)
strength and balance 8 1.189 0.000 Kraft und Gleichgewicht (3), und Gleichgewicht . (2),
Stédrke und (2)
physical activity 5 0976 0.000 korperliche Aktivitat (2), Aktivitdt um (1), Aktivitdt was
Sie (1)
positive things 6 0.864 0.000 positive Dinge (6)
next section 12 0.783 0.000 nichster Abschnitt (11), nichsten Abschnitt (1)
cardiovascular disease 8 0.596 0.000 Herz-Kreislauf-Erkrankung ), Herz-Kreislauf-

Erkrankungen (1)
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Domain: nhs24 Language: Polish

Term Count Score Precision Translations

inform 27 1.872 0.000 poinformowa¢ o tym (25), poinformowac (1), poinfor-
mowac o (1)

Heart Helpline 5 1.813 0.000 serce Linia (5)

feet hip-width 6 1.747 0.000 stopy hip-szerokos¢ (6)

good posture 6 1.500 0.000 dobra posturg (3), dobra postawa (2), wyprostowana i (1)

Health Library 14 1413 0.000 Health Library (14)

serious condition 7 1.142 0.000 powazny stan (6), ci¢zki stan (1)

external link 24 1.099 0.000 potaczenie zewnetrznych (21), potaczenie ) (2), zwiazek
zewngtrznych (1)

positive things 6 0.864 0.000 pozytywnych rzeczy (6)

heel 5 0.824 0.000 pigta (3), obcas (1), piety (1)

try 19 0.646 0.000 nan (7), stara¢ (3), proba (2)

Domain: nhs24 Language: Romanian

Term Count Score Precision Translations

NHS 28 3.330 0.033 NHS (27), neobisnuita (1)

inform 27 1.872 0.000 informa (26), informeaza (1)

Heart Helpline 5 1.813 0.000 Heart Linia (4), " Linia (1)

feet hip-width 6 1.747 0.000 picioarele departate (6)

Health Library 14 1.413 0.000 Health Biblioteca (14)

regular exercise 10 1.366 0.000 exercitii regulate (9), exercitiu , (1)

out more 5 1.245 0.000 afla mai multe (5)

strength and balance 8 1.189 0.000 si echilibru . (2), puterea si echilibru (2), echilibrului put-
ere si (1)

external link 24 1.099 0.000 link externa (20), link externe (2), link ) (2)

positive things 6 0.864 0.000 lucruri pozitive (6)

We note that similar terms seem to cause problems across all the languages. We also note that specific abbreviations can be quite
problematic, and that there are definite examples of medical terms (e.g. thromboelastometry) which are not covered in training.

Plotting Precision Against Domain-ness To get a view of how translation precision varies between in-domain and out-domain
terms, for different systems, we plot graphs of the rolling mean of precision, against the domain-ness score, in Figures 1 and 2.
We created these graphs by ranking all term occurences according to domain-ness score, then using a triangular window of size
500, we computed the sums of clipped reference occurrences, and hypothesis occurrences to obtain the rolling mean precision.
We did this separately for each (language, domain, system) combination, plotting the LM variants from Table 6 in Figure 1, and
the TM variants in Table 7 in Figure 2.

So how do we interpret these graphs? Overall, we do not see a significant trend in the relation between translation precision and
domain-ness. In other words, the precision is similar for in-domain terms, as it is for out-of-domain terms, although the NHS24
data does exhibit a dip in performance at the right-hand side of the graph, showing that performance is not as good on highly
out-of-domain terms. Possibly this is because there are certain terms used in the NHS 24 text (see tables on previous pages)
that have very specific translations. There is also a similarity in the curves across languages, for the same domain, although the
closest similarity is observed between Czech and Polish.

In terms of the difference between models, again there is more to be seen in the LM comparison than in the TM comparison. For
instance for Cochrane-Czech, there is a distinct separation of the models at around 1.5, showing especially bad performance for
Im-inout-1log, and much better performance for the linearly interpolated models. In NHS24-Romanian, we see that the poor
performing 1m-all model does comparatively worse on the most in-domain terms, suggesting that it is poorly adapted. The TM
curves are harder to separate, although there is the same divergence at around 1.5 for Czech-Cochrane, and there is a general
tendency for the interpolated model (green) to diverge more from the others (for example in NHS24-Polish).
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2.4 Domain Adaptation for Neural MT

Since HimL started, there has been a dramatic shift in the field of machine translation. Neural machine translation (Bahdanau
et al., 2014; Sutskever et al., 2014) has achieved state-of-the-art results in shared tasks (Cettolo et al., 2015; Bojar et al., 2016c¢),
and been deployed in commercial systems (Wu et al., 2016; Crego et al., 2016). The speed of the movement from the earliest
under-perforning lab-based systems, to state-of-the-art deployed systems has been more rapid than many anticipated, and has
resulted in a major re-alignment of the research community’s efforts. Interest in “traditional” SMT models such as phrase-based,
hierarchical and syntax-based has reduced as interest in NMT has increased.

Due to the excellent results shown by NMT on many tasks, we decided to build NMT systems for the HimL languages, and see
how they would perform in the public health domain. NMT systems are data-driven, in the same way as earlier SMT systems,
so are still potentially sensitive to differences between the training and test. In other words, domain adaptation can still be a
problem for NMT. However NMT opens up new possibilities for addressing domain adaptation, due to the simplified training
pipeline, and the possibility to include extra information (such as context) in the NMT model.

In the following subsections we describe how we built baseline NMT systems for HimL, and our attempts at improving domain
adaptation for NMT.

2.4.1 Baseline NMT Systems

The data sets we use for the baseline NMT systems are similar to those described in Table 4, with the following differences:

o For English-Czech, we only use the permissible data for WMT16, so we do not include any extra data from OPUS.

e For English-German, we set aside 20000 sentences each from JRC-Acquis and OpenSubtitles2016, to use in the future as
dev/test for possible future domain adaptation experiments.

o For English-Polish, we set aside 20000 sentences from JRC-Acquis, EMEA and Europarl, again for domain adaptation
experiments. We also added a small (= 900 sentence) corpus of Cochrane data.

o For English-Romanian, we set aside 20000 sentences from JRC-Acquis.

We also performed some baseline experiments without the subtitles corpora, to see the effect of this large, out-of-domain, and
sometimes noisy corpus. The sizes of the parallel training data used in the baseline NMT systems are shown in Table 8. Note
that these show the data set sizes with sentence length limited to 80 — we further removed sentences of length greater than 50
when loading data into the NMT system for training.

en-cs en-de en-pl en-ro
All 52,002,221 43,578,522 57,876,920 83,994,787
w/o Subtitles - 30,172,195 7,274,455 3,783,779

Table 8: Parallel training set sizes for NMT baseline experiments, showing the size of the whole data set, and the
size with subtitles removed.

Our baseline systems are created using the same process described in Sennrich ez al. (2016a). We use the NMT implementation
provided by Nematus®®, based on code released for an NMT tutorial”®. This implements an updated version of the model
described in Bahdanau et al. (2014). We use a word-embedding dimension of 500 and a hidden layer dimension of 1024.

The pre-processing involves normalisation, tokenisation and truecasing with Moses scripts, as for the phrase-based MT systems.
We then learn a joint byte-pair encoding (BPE) model (Sennrich ez al., 2016c) on the training data, with 89500 merges, and apply
this model to segment the training data into subwords. We limit the vocabulary for both target and source to 85000, mapping
other tokens to UNK.

Training involves optimising cross-entropy with adadelta, using a minibatch size of 80, a learning rate of 0.001, and clipping gra-
dients to 1. We run validation (cross-entropy on the full HimL tuning set) every 10000 steps, and stop training when convergence
is detected. This takes between 0.8M and 1.3M steps, depending on language pair.

For testing, we use an ensemble of the last 4 save-points (saving every 30,000 iterations). Decoding is with beam-search with a
beam size of 12, and we normalise sentence scores by length to prevent the NMT system from producing overly short sentences.

In Table 9 we show the BLEU scores on the HimL test sets, for training baseline NMT systems with and without subtitles.

Comparing the results of Table 9 with those in Table 7 shows us that the NMT systems still lag behind the phrase-based systems,
on BLEU scores at least. It is interesting to note that the only pair where NMT beats PBMT is English-Czech, and in this case
the data is drawn from the CzEng corpus, as opposed to drawing extensively from OPUS. Possibly the English-Czech data is

Z$ttps://github.com/rsennrich/nematus
Zhttps://github.com/nyu-di/di4mt-tutorial
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en-cs en-de en-pl en-ro
Model Coch NHS24 | Coch NHS24 | Coch NHS24 | Coch NHS24
Baseline 30.2 23.1 37.6 31.6 15.5 19.5 31.5 28.6
w/o Subtitles - - 38.2 30.8 17.1 20.7 31.9 27.8

Table 9: Baseline NMT results, using data sets listed in Table 8

cleaner than for the other language pairs, and the NMT systems are being harmed by noisy data. It is also notable that removing
subtitles has a positive effect on English-Polish, and only has a small adverse effect on English-Romanian, despite reducing the
training set size by a factor of about 40. This again could indicate that NMT is being affected by noisy data, or by the severely
out-of-domain nature of the Subtitles corpus.

2.4.2 Fine-tuning for Domain Adaptation

In previous work on NMT, it has been observed that “fine-tuning” of NMT systems, with parallel data (including synthetic data)
can be very effective, particularly if the data is from the same domain as the test data (Luong and Manning, 2015; Sennrich et al.,
2016b,a). We therefore tried to improve the systems of Section 2.4.1 by fine-tuning with appropriate data. In previous work the
best fine-tuning results were obtained using large in-domain data sets, however these are not available in the HimL scenario, so
we had to try alternative approaches.

The available in-domain parallel data mainly consists of translation memories from Cochrane (around 10,000 sentences for
German-English, about 1000 for Polish-English) and the EMEA corpus (crawled from drug information leaflets). The EMEA
corpus is related in content to the HimL test sets, but different in style, tends to be repetitive, and suffers from extraction/alignment
errors. Initial experiments in fine-tuning with EMEA and Cochrane, suggested that the former did not help, whilst the latter gave
small gains but required careful regularisation

Due to the lack of in-domain parallel data we decided to use synthetic data, as in the Edinburgh WMT16 submissions. The
problem with the HimL scenario is that there is no clear source of in-domain target data, as compared to WMT where there are
large monolingual news corpora in all languages. Instead, we adopted the following procedure for creating synthetic parallel
data for HimL systems:

1. Crawl both Cochrane and NHS24 websites, creating two in-domain English corpora of about 170,000 and 60,000 unique
sentences, respectively.

2. Translate these corpora to each of the 4 HimL target languages using baseline NMT systems.

3. Use the Moore-Lewis method (Moore and Lewis, 2010) to select a quantity of data from language-specific sections of
CommonCrawl, as extracted by Buck et al. (2014). We also ignore lines longer than 80 or shorter than 10 words.

4. Back-translate this selection to English (either using Edinburgh WMT 16 systems, where available, or another NMT system
created from the baseline data) to create a synthetic parallel corpus, with the target side drawn from CommonCrawl.

These synthetic corpora were used for fine-tuning of the baseline NMT systems, with training starting with the final save-point
of the baseline training run. For the fine-tuning set, the synthetic data was mixed with a roughly equal sized random selection of
the original training data, plus the EMEA corpus, and the Cochrane TMX, where available.

For English-Romanian, we noticed an immediate problem when fine-tuning with the synthetic data mix. Scores went down
on the heldout data and did not recover. An investigation showed that the fine-tuned system was creating Romanian without
diacritics, and this was due to the lack of diacritics on the target side of the synthetic corpus, drawn from CommonCrawl. In
order to address this, we trained a Romanian "diacritiser" to translate from Romanian text without diacritics, into Romanian
with correct diacritics. This diacritiser was an NMT system trained on a selection of good-quality Romanian corpora, with the
diacritics artificially removed to create the source side. Using the diacritiser we further processed the Romanian selection from
CommonCrawl to attempt to reinstate its diacritics, and used this processed version as the target side of the synthetic data.

Statistics on the composition of the fine-tunining corpora are shown in Table 10. The results of the fine-tuning experiments are
shown in Table 11. We started with the baselines from Table 9, then continued training from the last save-point using a mix
of synthetic and parallel data. The synthetic data was either selected using the Cochrane or the NHS 24 web crawl, using the
procedure described above. Again, the BLEU scores are for ensembles of the final 4 save-points. We can see from Table 11 that
this type of fine-tuning is always beneficial, with gains of up to 4.7 BLEU points possible. Mostly the biggest improvements are
obtained when the corpus used for selection matches the training set, but there are exceptions to this rule (for en-de Cochrane
and en-pl NHS 24). Overall, the BLEU scores of the best NMT systems are comparable to those of the best PBMT systems in all
language pairs, except for en-ro. For this pair, the NMT systems still lags about 3 BLEU points behind the best PBMT system,
perhaps because it is more adversely affected by the noise cause by inconsistent diacritisation.
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en-cs en-de en-pl en-ro
Sampled from baseline 4,000,000 10,000,000 9,000,000 5,000,000
Selected from CommonCrawl (using Cochrane) | 3,392,661 10,509,551 8,414,483 4,955,355
Selected from CommonCrawl (using NHS24) 3,392,661 8,018,461 9,832,401 5,345,227
EMEA 259,653 283,520 239,743 240,283
Cochrane TM - 1,159,900 - -

Table 10: Data set sizes (sentences) for fine-tuning data, before cleaning and removal of sentences longer than 50
tokens. Note that two different selections from CommonCrawl were used in two separate experiments,
each time combined with the other data. Note also that the Cochrane data is duplicated 100 times to

upweight it.
en-cs en-de en-pl en-ro
Model Coch NHS24 | Coch NHS24 | Coch NHS24 | Coch NHS24
Baseline (as Table 9) 30.2 23.1 37.6 31.6 15.5 19.5 31.5 28.6
Fine-tune with synthetic mix, selected with Cochrane | 33.4 25.6 38.5 31.7 19.1 249 344 29.0
Fine-tune with synthetic mix, selected with NHS24 33.2 26.7 39.2 329 18.9 24.2 34.1 29.7

Table 11: Performance of NMT systems after fine-tuning baselines with mixture of parallel and synthetic data.

2.4.3 Domain-sensitive Models for NMT

In the previous section we showed how data improvements could increase the performance (as measured by BLEU) of NMT
systems on the HimL data sets. In this section we look at model-based attempts to improve the performance of NMT on specific
domains. The work in this section is much more exploratory than in previous sections, with sometimes incomplete experimental
results, and a mixture of baselines and test sets.

The idea behind the proposed new models is to find ways for the translation to take into wider context, to sentence-level and
beyond. We assume that a badly adapted MT system is one which produces translations which are inappropriate for the context,
and seek to include the context in the models.

In principle, neural MT makes it easier to include extra information in the model. There is a single training step to estimate
p(elf), and adding extra information is simply a matter of designing the correct network architecture to include it in the model.
We experiment with two types of extra information for translation of a given sentence: the corpus in which it is found, and the
surrounding context of the sentence.

Experiment 1: Domain indicator as source factor The domain indicator for any sentence is the name of the corpus in which
it was found, as used in the provenance features described in Section 2.1.2. The first method we tried for including the domain
indicator in the model is just to add it as an extra feature on each word in the corpus, using the mechanism developed in Sennrich
and Haddow (2016). An alternative (and similarly straightforward) way of adding a domain indicator to the source would be to
add an extra “pseudo-word” to the source sentence.

For the experiments with domain indicator as source factor, we used a sub-sampled version of the Czech-English WMT16 data
consisting of 4 million sentence pairs (from a total corpus size of about 52 million). The sub-sampling was implemented by
taking first 1/13th of each of the constituent corpora of CzEng, plus news-commentary and europarl. The test sets used were
the HimL test sets (concatenated), the nc-test2008 set from WMTOS, plus 2000 sentence corpora extracted from the end of the
WMT16 europarl and CzEng subtitles corpora. A dev set was created by taking separate 750 sentence samples from HimL
tuning, nc-devtest2008, europarl and subtitles. The training, dev and test sets are all annotated with domain indicators as source
factors, although note that whilst the news-commentary, europarl and subtitles domains are represented in training as well as
dev/test, the HimL domain only appears in dev/test. The training procedure was the same as in Section 2.4.1, again with testing
using ensembles from the last 4 save points. In Table 12 we show the performance of the systems on the 4 different test sets.

System | europarl news-comm subtitles HimL
Baseline 26.7 17.4 14.5 21.6
with domain indicator 27.3 17.6 16.2 19.7

Table 12: Comparison of baseline, with system trained on data with domain indicators as source factors. Trained
on a sub-sampled version of CzEng1.6pre. Case sensitive BLeu scores calculated withmulti-bleu.perl.

— 19—
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Looking at the results in Table 12 we see that there is a small gain for the europarl test set, and an even smaller one for the
news-commentary test set. For subtitles, the situation is a little strange since there appears to be a large gain on the ensemble,
but decoding with the single best system (measured on the dev set) shows baseline vs. domain indicator as 16.5 vs. 16.9. The
baseline ensemble outputs many nonsense sentences, giving a length ratio of 1.2. On the HimL test set, the fact that the HimL
domain indicator is not present in training causes performance to suffer when it is used in test, showing that we need to find a
different model for scenarios where the test set is not drawn from one of the training domains.

Experiment 2: Domain indicator as target pseudo-word The problem with using the domain indicator in the model, is that
the test sentence may not come from any of the training domains. A possible solution to this is to have the model first predict
the domain based on the source sentence, then generate the target sentence taking into account that prediction. We can do this
easily by making the domain indicator an initial “pseudo-word” in the target sentence during training. At test time, this word is
predicted, but stripped from the output, then the rest of the sentence is predicted, conditioning on the pseudo-word.

For the target pseudo-word experiments, we used the HimL setup from Table 9, specifically en-ro, without subtitles. We show
results in Table 13 on both HimL test sets, as well as the WMT16 en-ro test set. From Table 13, we see that the domain

System | Cochrane NHS24 newstest2016
Baseline 31.9 27.8 23.8
with domain indicator 35.6 29.0 239

Table 13: Comparison of baseline, with system trained on data with domain indicators as target pseudo-words.
Trained on corpus of en-ro, as in Table 8, without subtitles.

indicator model offers improvements in BLEU on both the HimL data sets (substantially for Cochrane) but essentially no change
in performance on the WMT16 data. In Table 14 we show the counts of the different target pseudo-words predicted in the test
runs above. The results of Table 14 at least confirm that the domain indicator is behaving as expected, with the HimL sets most

Corpus | Cochrane NHS24 newstest2016
EMEA 365 561 13
DGT 176 324 100
Europarl 57 63 445
SETIMES2 37 37 846
SETIMES 6 3 235
EUBookshop 19 102 66
TED2013 5 72 227
Others 8 96 67

Table 14: Counts of domain indicator predictions in test sets, with domain indicator as 0th pseudo-word

often predicted as medical (EMEA) and the WMT data predicted mostly as news (SETIMES and SETIMES?2).

Experiment 3: Soft prediction of domain indicator Predicting the domain indicator as the Oth word of the target sentence
seems slightly unnatural, and has the added problem that it enforces a hard decision. If the domain indicator is predicted as
“EMEA”, for example, then the rest of the sentence is decoded based on this prediction only, without allowing for any doubt. In
practice, it may make more sense to predict a distribution across domain labels, and base the word prediction on this distribution.

To accomplish this soft prediction, we change the architecture of the NMT system. We introduce a “sentence factor”, which in
training is an extra output, corresponding to the domain indicator. This sentence factor is predicted by the network, using a feed-
forward gate taking the encoder context (i.e. concatenated forward and backward hidden states) as input. In the “predict-sf-only”
version, we just predict the sentence factor using this feed-forward network, and include the cross-entropy of this prediction in
the objective, giving a multi-task model. In the “sf-decoder” model, we insert the embedding of the predicted sentence factor
into the decoder, by appending it to the attention-weighted encoder context at each output time step. If the domain indicator
were known at test time, then we could use the actual domain indicator in the decoder, but we have not yet experimented with
this variant.

The experiments for soft prediction of domain indicator, use a different setup again, since we were re-using a setup created for
Experiment 4 (below) with unshuffled training data. The language pair is English-German, and the training data is drawn from
news-commentary, europarl, books, Acquis communautaire, subtitles and medical patents, totalling approximately 4 million
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sentence pairs. Training was as before, except that we used a minibatch size of 60 instead of 80, again following Experiment 4.
The results are shown in Table 15, giving scores on HimL test sets, as well as WMT newstest2015.

en-de de-en
System | Coch NHS24 n2015 | Coch NHS24 12015
baseline | 26.7 22.1 224 32.6 30.1 25.9
predict-sf-only | 26.9 22.5 22.2 33.0 30.1 26.0
sf-decoder - - - 333 29.6 26.1

Table 15: Comparison of baseline system, with models that make predictions of the domain indicator using a
feed-forward network on top of the encoder. Test sets are from HimL and WMT (newstest2015). The
“predict-sf-only” model is a multi-task model doing domain indicator prediction as well as translation,
and “sf-decoder” additionally feeds this domain indicator prediction back to the decoder portion of the
model.

In Table 15 we observe that the multi-task model (predict-sf-only) offers small gains on the HimL data, but not on the WMT
data. It appears that feeding back the domain prediction to the decoder is not helpful, but we think more experimentation with
this technique could be useful.

Experiment 4: Document attention The final domain adaptation for NMT model that we consider here attempts to condition
translations on the wider context, and does not consider domain indicators. The idea here is that the model could learn what
type of translated language is appropriate for the context. To do this we use the attention mechanism of the NMT model. We
introduce a second form of attention where, as well as attending to the source context vectors for a particular sentence, we
also take a weighted sum of the average context vectors of all source sentences in the minibatch. The source context and the
document context vectors are concatenated, and used in the decoder gates in the same way as the baseline. At test time, the data
is also processed in minibatches of consecutive sentences.

The minibatch is thus treated as a pseudo-document, with all sentences in the minibatch able to affect the translation of any
sentence in the minibatch. This changes the training setup slightly, in that we must ensure that the minibatch consists of sentences
which are adjacent in the training data, and that the training data is not sentence-shuffled. Normally in NMT training, we select
“maxibatches” randomly from training, consisting of (say) 20-times the number of sentences that we have in a minibatch. The
maxibatch is then sorted by length, and the minibatches are drawn from this maxibatch. This setup means that each minibatch
consists of sentences of roughly the same length, optimising GPU utilisation. In order to get coherent minibatches, we do not
apply this sorting, so minibatches take (on average) longer to process, increasing training time. We do not have experiments
with matching hardware and drivers, but rough estimates suggest that training time increases by 50-100%.

The experiments with document attention use the same training setup as in Experiment 3, including limiting the batch size to
60 since the models occupy more GPU memory. We use a baseline which also has unsorted minibatches, which is why its
performance is slightly different. The results of the document attention experiments are shown in Table 16.

en-de de-en
System | Coch NHS24 n2015 | Coch NHS24 n2015
baseline | 27.5 23.5 22.8 333 29.5 26.1
with doc attention | 27.3 23.6 23.0 | 338 31.1 26.5

Table 16: Comparison of baseline model, with one which adds document attention.

The results in Table 16 show that the document attention model helps in the de-en direction across all data sets, but does not
appear effective in en-de (although does not reduce performance).

Summary In this section we have shown several different models for including domain information in NMT. At this stage,
whilst there are some encouraging results, we do not have a sufficiently consistent set of experiments to draw conclusions from.
The results here should be treated as a preliminary set of experiments into what could be done, which need further investigation.

The domain indicator experiments show how to integrate simple pieces of information (the corpus containing a training sentence)
into the model, however this is only one limited piece of domain data. The power of neural network models is better shown by
experiment 4, where the document context can be incorporated into the model using a reasonably straightforward extension of
the standard model. Whilst we believe that this is a step in the right direction, there are still questions to be resolved about the
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best way to efficiently incorporate document context into the model, and of course the practical problem that much MT training
data is shuffled before being released.

Conclusion

In this deliverable we describe the efforts to collect data for the HimL-specific domains, and to build translation systems with
this data. We showed how domain adaptation, especially of language models, and to a lesser extent translation models, improve
the translation performance of a phrase-based MT system built on large diverse data sets. We also showed early results with
Neural MT, and how it could also be improved using domain adaptation techniques. Indications are that the NMT systems are
more affected by noise than phrase-based systems.
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Figure 2: Precision (rolling mean) against mean domain-ness of terms for TM variants
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